A New Robotic 3D Inspection System of Automotive Screw Hole
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Abstract: This paper presents a new non-contact 3D robotic inspection system to measure the precise positions of screw and punch holes on a car body frame. The newly developed sensor consists of a CCD camera, two laser line generators and LED light. This lightweight sensor can be mounted on an industrial robot hand. An inspection algorithm and system that work with this sensor is presented. In performance evaluation tests, the measurement accuracy of this inspection system was about 200 μm, which is a sufficient accuracy in the automotive industry.
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1. INTRODUCTION

Productivity and quality of the finished car are important in automotive industry. To improve them, a high precision automatic system which inspects the quality of welds and assembly, alignment of holes and body fit is indispensable, and various inspection systems which use computer vision and laser sensor devices have been proposed [1-4]. Especially, the alignments of holes and parts are important, because imprecise positioning of punches and screw holes on a body frame can twist the frame, loosen screws, produce vibration and deteriorate other qualities. Therefore, these holes and parts need to be inspected with precision for high quality control. Perceptron, Inc. of USA released a non-contact 3D visual inspection system for the automotive industry [5], and two kinds of inspection methods were proposed. The first method uses multiple sensors which are arranged all over the body frame to measure the shape of the frame, but if the inspection points are changed, all sensors need to be rearranged. In the second method, the sensor system is mounted on a robot hand, and the robot inspects the target points whose positions are stored in advance.

The latter method is preferred because of the flexibility of a robotic system, but this system has some inconveniences. Firstly, the gathered position data are expressed with respect to the sensor coordinate system, not to the reference coordinate system, and the inspection system only compares the obtained data with the model. Therefore, the body frame must be fixed at the exact position to inspect the actual position. Secondly, if the inspection point is not perpendicular to the sensor system, measurements become inaccurate. 3D laser scanners which inspect the surface of the object were commercialized by some vendors, but they have insufficient accuracy and require long measurement time to measure the precise position of a hole on-line. Vision systems which measure the positions of holes were reported [6,7], but they were inaccurate for the automotive industry. As a result, a new system to inspect the screws and punch holes of a frame was needed. This paper presents a new non-contact 3D robotic inspection system and an algorithm to measure the precise positions of screws and punch holes on an automotive body frame. A newly developed lightweight sensor, which consists of a CCD camera, two laser line generators and LED light can be mounted on the robot’s hand to move from an inspection point to another inspection point as the robot is taught.

2. PROPOSED SENSOR SYSTEM

Not a few assembly operations are insertion operations of automotive parts into holes, and these holes are positioned all over the body frame. The holes located on the underbody of the frame can not be inspected with the established methods such as stereo vision and the laser light cut method [8,9]. To measure the precise 3D positions of these holes, a new sensor system which consists of a CCD camera, 2 laser line generators and LED light is proposed. A
coordinate model of the proposed sensor system is depicted in Fig 1. The sensor coordinate is located in the center of the camera which is modeled as a pinhole camera, and two laser line generators, the X-laser and Y-laser, are located on the Y and X axis, respectively. A hole for inspection is on plane p. Here,

- $d_x$: Distance between X-laser and the camera coordinate
- $\theta_x$: Angle between X-laser and the camera coordinate
- $d_y$: Distance between Y-laser and the camera coordinate
- $\theta_y$: Angle between Y-laser and the camera coordinate
- $f$: Effective Focal Length
- $S_x$: Slit beam of X-laser
- $S_y$: Slit beam of Y-laser.

A point $P_i (C_{x_i}, C_{y_i}, C_{z_i})$ on the object which is spotted by laser beams $S_x$ and $S_y$ are projected onto $(u_i, v_i)$ of the camera image, and by triangulation, the 3D position of this point is obtained as follows[10]. Firstly, the camera image $(u_i, v_i)$ of this point is obtained as (1) and (2).

$$u_i = \frac{f}{c} \frac{C_{x_i}}{C_{z_i}} \tag{1}$$

$$v_i = \frac{f}{c} \frac{C_{y_i}}{C_{z_i}} \tag{2}$$

Now, the plane equation of $S_x$ is give as

$$\sin \theta_x (C_{y_i} - d_x) + \cos \theta_x C_{z_i} = 0. \tag{3}$$

From (1)-(3), the 3D position of $P_i$ is obtained as

$$C_{x_i} = \frac{u_i d_x \tan \theta_x}{f + v_i \tan \theta_x},$$

$$C_{y_i} = \frac{v_i d_x \tan \theta_y}{f + u_i \tan \theta_y},$$

$$C_{z_i} = \frac{f d_x \tan \theta_x}{f + v_i \tan \theta_y}. \tag{4}$$

Using the Y-laser and by the same procedure, we find the position of $P_i$ by

$$C_{x_i}' = \frac{u_i d_y \tan \theta_y}{f + u_i \tan \theta_y},$$

$$C_{y_i}' = \frac{v_i d_y \tan \theta_y}{f + u_i \tan \theta_y},$$

$$C_{z_i}' = \frac{f d_y \tan \theta_y}{f + v_i \tan \theta_y}. \tag{5}$$

Procedure to calculate the 3D position of a hole is as follows.

**Step 1:** From the laser line image, calculate the plane equation of the surface which includes the hole

**Step 2:** From the camera image and result of Step 1, calculate the 3D positions of the boundary points of the hole

**Step 3:** With the result of Step 2, calculate the center position of the hole

This procedure can be described more in detail.

**Step 1:** Laser lines of X-laser and Y-laser are captured by the camera, as shown in Fig. 2. The 3D positions of the points on the laser lines can be found by (4) and (5).

The plane equation which contains $m$ such points can be obtained by the least squares fitting by

$$AX + BY + CZ = -1, \tag{6}$$

![Fig. 1. Modeling of the proposed sensor system.](image1)

![Fig. 2. Laser line image.](image2)
where

$$\hat{\theta}_m = \left( \sum_{i=1}^{m} \varphi_i \varphi_i^T \right)^{-1} \sum_{i=1}^{m} \varphi_i,$$

$$\hat{\theta}_m = \begin{bmatrix} \hat{A} \\ \hat{B} \\ \hat{C} \end{bmatrix}, \quad \varphi_i = \begin{bmatrix} X_i \\ Y_i \\ Z_i \end{bmatrix}. \quad (7)$$

**Step 2:** From the camera image of the object with LED lighting as shown in Fig. 3, and after processing it, we get the boundary points of the hole \((u_i, v_i)\). Since this point lies on the plane of (6), we obtain (8) and (9).

$$\hat{A} \frac{Z_i}{f} u_i + \hat{B} \frac{Z_i}{f} v_i + \hat{C} Z_i = -1 \quad (8)$$

$$Z_i = \frac{f}{A u_i + \hat{B} v_i + \hat{C} f} \quad (9)$$

**Step 3:** By projecting the boundary points of Step 2 onto the X-Y plane, we obtain an ellipse as given by

$$\hat{a} X^2 + \hat{b} XY + \hat{c} Y^2 + \hat{d} X + \hat{e} Y + 1 = 0 \quad (10)$$

By least squares fitting, each parameter can be calculated by

$$\hat{\theta}_c = \left( \sum_{i=1}^{m} \varphi_i \varphi_i^T \right)^{-1} \sum_{i=1}^{m} \varphi_i,$$

$$\hat{\theta}_c = \begin{bmatrix} \hat{A} \\ \hat{B} \\ \hat{C} \end{bmatrix}, \quad \varphi_i = \begin{bmatrix} X_i^2 \\ X_i Y_i \\ Y_i^2 \end{bmatrix}. \quad (11)$$

Because this ellipse is a projection of a circle which is rotated and translated, to calculate the center of this ellipse, the ellipse needs to be rotated by

$$X = X' \cos \theta - Y' \sin \theta,$$

$$Y = X' \sin \theta + Y' \cos \theta. \quad (12)$$

By (11), (12) and by setting the coefficient of the product term of \(X'Y'\) to 0, relation (13) is obtained.

$$\tan 2\theta = \frac{\hat{b}}{\hat{a} - \hat{c}} \quad (13)$$

After obtaining \(\theta\), and from (11) and (12), the coordinate transformed circle is obtained by (14) and (15).

$$a'X'^2 + c'Y'^2 + d'X' + e'Y' + 1 = 0 \quad (14)$$

$$a'(X' + \frac{d'}{2a'})^2 + c'(Y' + \frac{e'}{2c'})^2 = \frac{d'^2}{4a'} + \frac{e'^2}{4c'} - 1 \quad (15)$$

From (8) and (15), its center is obtained as in

$$(-\frac{d'}{2a'}, \frac{e'}{2c'}, \frac{\hat{A} d'}{2a'} + \frac{\hat{B} c'}{C} - \frac{1}{C}). \quad (16)$$

### 3. DEVELOPMENT OF THE PROPOSED SENSOR SYSTEM

A sensor system must have sufficient measurement accuracy, and it need to be sufficiently light in weight to be mounted on a commercial industrial robot. And to inspect the underbody of car frame, it needs to be small. Fig. 4 shows the developed sensor system. Two types of sensors are designed according to working distance which is the distance between the camera and object. The designed working distances are 100 mm and 150 mm. Table 1 provides the components list of this sensor system.

![Fig. 3. Camera Image of hole with LED lighting.](image3.png)

![Fig. 4. The developed sensor with 100mm working distance.](image4.png)
4. EXPERIMENT

Fig. 5. shows a general view of the proposed inspection system. A developed sensor is mounted on a robot’s hand, and the entire inspection process is controlled by a process control PLC (Programmable Logic Controller). The measurement data are gathered by PC. Fig. 6 shows an experimental setup for the evaluation of the inspection performance. The performance is evaluated with a gauge block which has test holes, as shown in Fig. 7. The gauge block is made of Al, tested previously with a commercial 3D coordinate measurement machine, and it has machining error of less than ±5μm. Fig. 8 shows a captured inspection image.

To evaluate the repeatability measurement accuracy of the sensor only, the robot arm is fixed over a target hole of the gauge block, and the sensor measures the position of the target hole repetitively. In the first experiment, the target hole is perpendicular to the sensor, and obtained repeatability measurement accuracy is nearly 0. In the second experiment, the target hole is not perpendicular with arbitrary angles, and repeatability measurement accuracy is about 23 μm, which is less than the error of 1 pixel, 40 μm.

Table 2 summarizes the experimental results. The measurement accuracy of the whole inspection system is evaluated in a similar way. Firstly, the robot hand moves over the target hole, the sensor measures the position of the hole, and then the acquired data are transformed to the base coordinate system from the sensor coordinate system. Table 3 shows the results of the repetitive experiment, and shows that the
maximum deviation is less than 40 μm. Table 4 summarizes the performance of this sensor system.

5. CONCLUSION

To improve the productivity and quality of automotive parts, a high precision inspection system is essential. In this paper, a new sensor system was developed, and an on-line high speed and high accuracy 3D inspection system equipped with this sensor system was presented. This inspection system can inspect the 3D positions of punching holes and screw holes, which are scattered all over the car body frame. The newly developed sensor, which consists of a CCD camera, 2 laser line generators and LED lightning, was mounted on an industrial robot, and inspection points were programmed previously by teaching. The inspection system adopting this sensor system is controlled by a process control PLC, and the measurement data are gathered and analyzed by PC. Experiments to measure the accuracy of this sensor system were conducted with a precisely manufactured gauge block. The accuracy of the developed sensor was 23 μm, and in the experiment using the sensor installed on a robot, the accuracy of the inspection system was 215 μm. This deterioration is due to the inaccuracy of the robot. Measurement accuracy of ±0.2 ~ 0.25mm must be guaranteed in the automobile industry, and these results show that our sensor system is acceptable. Now, these sensors are under testing in Table 3. Repeatability measurement accuracy of the proposed inspection system.

<table>
<thead>
<tr>
<th>Iteration</th>
<th>PX (mm)</th>
<th>PY (mm)</th>
<th>PZ (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>29.313</td>
<td>920.674</td>
<td>343.787</td>
</tr>
<tr>
<td>2</td>
<td>29.317</td>
<td>920.669</td>
<td>343.787</td>
</tr>
<tr>
<td>3</td>
<td>29.309</td>
<td>920.663</td>
<td>343.787</td>
</tr>
<tr>
<td>4</td>
<td>29.309</td>
<td>920.665</td>
<td>343.789</td>
</tr>
<tr>
<td>5</td>
<td>29.310</td>
<td>920.671</td>
<td>343.796</td>
</tr>
<tr>
<td>6</td>
<td>29.312</td>
<td>920.669</td>
<td>343.786</td>
</tr>
<tr>
<td>7</td>
<td>29.309</td>
<td>920.668</td>
<td>343.780</td>
</tr>
<tr>
<td>8</td>
<td>29.336</td>
<td>920.665</td>
<td>343.782</td>
</tr>
<tr>
<td>9</td>
<td>29.332</td>
<td>920.666</td>
<td>343.779</td>
</tr>
<tr>
<td>10</td>
<td>29.338</td>
<td>920.674</td>
<td>343.779</td>
</tr>
</tbody>
</table>

Maximum | 29.338 | 920.674 | 343.779 |
Minimum | 29.309 | 920.663 | 343.779 |
Range    | 0.029  | 0.011  | 0.017  |
σ         | 0.012  | 0.003  | 0.005  |

Table 4. Specification of the proposed inspection system.

<table>
<thead>
<tr>
<th>Features</th>
<th>Unit</th>
<th>Specification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inspection system measurement accuracy</td>
<td>μm</td>
<td>±215</td>
</tr>
<tr>
<td>Measurement accuracy of sensor</td>
<td>μm</td>
<td>23</td>
</tr>
<tr>
<td>Inspection system repeatability</td>
<td>μm</td>
<td>±40</td>
</tr>
<tr>
<td>Working distance</td>
<td>mm</td>
<td>100, 150</td>
</tr>
<tr>
<td>Measurement time</td>
<td>Second/Point</td>
<td>3.5</td>
</tr>
<tr>
<td>Weight of sensor</td>
<td>kg</td>
<td>5.7</td>
</tr>
</tbody>
</table>
three automotive factories, and as a future work, a research on the calibration of the robot will be studied to improve the measurement accuracy of the sensor system.
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